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Many papers are concerned with the dymamics of a rigid body win a cavity fllled with liguta (see the bibliography in [1]). The present paper deals With the motion of a rigld body having a cavity partiy filled with a viscous incompressible ifquid, and having a free surface. The shape of the cavity 1s arbitrary. The problem is constiered in a inear formulation. The oscillations of the body with respect to its center of Inertia and the motion of the ilquid in the cavity are assumed small. The viscosity of the liquid is considered low. The solution of the problem of the oscillations of a body with a cavity partly fllled with an ideal liquid is used as an initial approm ximation [1 to 6]. The viscosity is taken into consideration by the boundary layer method used before in simliar problems [1 and 7 to 10 ). General equations are dertved for the dymamies of a body filled with a liquid, for an arbitrary form of cavtty, The coeffictents of those integro-differential equations depend only on the solution of the problen of the osciliations of a body wth a cavity of the given form filled with an ldeal liquid. Since the corresponding problem has been solved for cavities of many forms [1 to 6,11 and 121 in the case of an 1deal Ilquid, the determination of the charm acteristio coefficients is reduced to the evaluation of quadratures. Several partleular cases of motion are considered.

1. Statement of the problam. Let a rigid body of mass $m_{\mathrm{x}}$ have a cavity


F1G* 1 contalining a mass $m_{2}$ of a viscous incompressible liquid of density o and kinematic viscosity $v$ and also a gas at a constant pressure $P_{a}$. We shall neglect the influence of the motion of the gas.

For an unpertunbed motan we shall consider the translation of the body together with the liquid. The liquid pllis the domaln $D$ bounded by the surface of the davity walls $S$ and the surface $\Sigma$. Let us take for reference with respect to the rigld body an arbitrary point 0 of the surface $\Sigma$. Let us introduce two cartesian systems of coordinates, $0 x_{1} x_{2} x_{3}$
fixed with respect to the body, and $0 y_{1} y_{2} y_{3}$ which moves with the point 0 . We shall assume that in the unperturbed motion those systems of coordinates coincide, that the surface $\Sigma$ lies in the plane $O x_{1} x_{a}$ and that in the domain $D$ occupied by the liquid we have $x_{3} \leq 0$ (Fig.1).

In the system of coordinates $0 \nu_{1} \nu_{2} \nu_{3}$ the body and the liquid are subject to forces due to the masses; their acceleration $g=g_{0}-\mathbf{R}_{0}{ }^{\prime \prime}$ results from the acceleration due to the gravity so and the forces of inertia. Here $R_{0}$ is the absolute radius vector of the point 0 and the dots refer to the derivatives with respect to time $t$. In the unperturbed case, the acceleration of the masses has a constant direction opposite to that of the axis $x_{3}$. Since 80 is a constant vector, this is possible in the following cases: (1) the acceleration of $\mathbf{R}_{0}{ }^{*}$ of the translation motion is constant in magnitude and direction; (2) the acceleration $\mathrm{K}_{0}{ }^{*}$ is colinear with the vector eo and varies arbitrarily in magnitude; (3) the acceleration $\mathrm{H}_{0}$ is constant in direction and $s_{0}=0$ (case of weightlessness).

Looking now at the perturbed motion, we shall consider that the angles between the coordinate axes $0 x_{1} x_{2} x_{3}$ and $o y_{1} y_{2} y_{3}$, the absolute angular velocity of the body, and the projections of the acceleration $g$ on the axes $x_{1}$ and $x_{2}$ are small quantities of the first order. The velocity $u$ of the liquid in the system of coordinates $0 y_{2} y_{a} y_{3}$ and function $f$ determining the equation of the disturbed free surface of the ilquid $x_{3}=f\left(x_{1}, x_{2}, t\right)$, have the same order of magnitude. The problem is considered in the linear formulation. Let us write the momentum equation and the equation of the moments for the system "body $+11 q u i d$ "

$$
\begin{gather*}
\mathbf{Q}=\mathbf{F}+m \mathbf{g}, \quad \mathbf{K}=\mathbf{M}+\left(m_{1} \mathbf{r}_{1}+m_{2} \mathbf{r}_{2}\right) \times \mathbf{g}, \quad m=m_{1}+m_{2} \\
\mathbf{Q}=m_{1} \mathbf{r}_{\mathbf{i}}+m_{2} \mathbf{r}_{2}, \quad \mathbf{K}=\mathbf{J}_{1} \cdot \mathbf{0}+\rho \int_{D} \mathbf{r} \times \mathbf{u} d V \tag{1.1}
\end{gather*}
$$

Here $Q$ is the momentum of the body with liquid in the system $O y_{1} y_{2} y_{3}$, $X$ is the moment, with respect to 0 , of the monentum in the same system, $F$ is the main vector of all external forces applied to the body (except for the forces of gravity and inertia). $M$ is the main moment of those forceo with respect to the reference 0 . The vector-radil of the centers of inert1a of the body and of the 11 quid are represented by $r_{1}$ and $r_{2}$, respecthely (those vectors, as well as $r$, are measured from the origin 0 ), and $J_{3}$ is the tensor of inertia of the body with respect to the point 0 .

With an accuracy up to the higher order terms we have

$$
\begin{equation*}
m_{1} \mathbf{r}_{1}+m_{2} \mathbf{r}_{2}=m_{1} \mathbf{r}_{1}+\rho \int_{D} \mathbf{r} d V+\rho \int_{\Sigma} \mathbf{r} f d S=m \mathbf{r}_{c}+\rho\left(\mathbf{e}_{1} \int_{\Sigma} x_{1} f d S+e_{2} \int_{\Sigma} x_{2} f d S\right) \tag{1.2}
\end{equation*}
$$

Here $r_{a}$ is the vector radius (with respect to the reference 0 ) of the center of inertia of the system "body $+11 q u i d "$ in the unperturbed state (when the liquid is at rest in the system of coordinates $0 x_{1} x_{2} x_{3}$ ), are the unit vectors of the axes $0 x_{1}, \ell=1,2,3$. It is evident that the vecm tor $r_{s}$, as well as the vector $r_{1}$, are stationary in the system $0 x_{1} x_{2} x_{3}$.

The derivatives of the unit vectors $\theta_{i}$ are determined by Equations

$$
\begin{equation*}
\mathbf{e}_{i}^{*}=\omega \times \mathbf{e}_{i} \quad(i==1,2,3) \tag{1.3}
\end{equation*}
$$

and are small quantities of the first order. We note also that according to the assumptions made, we have an accuracy up to the higher order terms

$$
\begin{equation*}
\mathbf{g}=-g \mathbf{e}_{3}+g_{1} \mathbf{e}_{1}+g_{2} \mathbf{e}_{2}, \quad g_{i}=\mathbf{g} \cdot \mathbf{e}_{i}, \quad\left|g_{i}\right| \gtrless g=|\mathbf{g}| \quad(i=1,2,3) \tag{1.4}
\end{equation*}
$$

Substituting (1.2) to (1.4) into Equations (1.1) and neglecting higher order terms, we have

$$
\begin{gather*}
\mathbf{Q}=\mathbf{F}+m \mathbf{g}, \quad \mathbf{g}=\mathbf{g}_{0}-\mathbf{R}_{0} \ddot{ }, \quad m=m_{1}+m_{2} \\
\mathbf{K}=\mathbf{M}+m \dot{\mathbf{r}}_{c} \times \mathbf{g}+\rho g\left(\mathbf{e}_{2} \int_{\mathbf{\Sigma}}^{\boldsymbol{0}} x_{1} f d S-\mathbf{e}_{1} \int_{\mathbf{\Sigma}} x_{2} f d S\right)  \tag{1.5}\\
\mathbf{Q}=m \omega \times \mathbf{r}_{c}+\boldsymbol{\rho}\left(\mathbf{e}_{\mathbf{1}} \int_{\mathbf{\Sigma}} x_{1} \frac{\partial f}{\partial t} d S+\mathbf{e}_{2} \int_{\mathbf{\Sigma}} x_{2} \frac{\partial f}{\partial t} d S\right) \quad \mathbf{K}=\mathbf{J}_{1} \cdot \boldsymbol{\omega}+\rho \int_{D} \mathbf{r} \times \mathbf{u} d V
\end{gather*}
$$

The linearized equations of motion of the liquid with respect to the system $O y_{1} y_{2} y_{3}$ and the boundary conditions have the form

$$
\begin{gather*}
\mathbf{u}_{t}=-\rho^{-1} \nabla p^{\prime}+\mathbf{g}+v \Delta \mathbf{u}, \quad \operatorname{div} \mathbf{u}=0 \quad \text { in } D, \quad \mathbf{u}=\omega \times \mathbf{r} \quad \text { on } S \\
\frac{\partial u_{1}}{\partial x_{3}}+\frac{\partial u_{3}}{\partial x_{1}}=0, \quad \frac{\partial u_{2}}{\partial x_{3}}+\frac{\partial u_{3}}{\partial x_{2}}=0, \quad p^{\prime}-2 \rho v \frac{\partial u_{3}}{\partial x_{3}}=p_{0} \\
u_{3}=(\boldsymbol{\omega} \times \mathbf{r}) \cdot \mathbf{e}_{3}+\partial f / \partial t \quad \text { for } \quad x_{3}=f\left(x_{1}, x_{2}, t\right) \tag{1.6}
\end{gather*}
$$

Here the index $t$ denotes a partial derivative, $p^{\prime}$ is the pressure in the liquid, the $u_{1}$ are the projections on the axes $x_{1}$ of the velocity $u$ of the liquid with respect to the system $0 y_{1} y_{2} y_{3}$. The last equation of (1.6) expresses the kinematic condition on the free surface. Let us introduce a new unknown function

$$
p=\left(p^{\prime}-p_{0}\right) / \rho-\mathbf{g} \cdot \mathbf{r}
$$

and let us rewrite the relations (1.6) taking (1.4) into account and expressing the conditions on the nonperturbed free surface $\Sigma$

$$
\begin{gather*}
\mathbf{u}_{t}=-\nabla p+v \Delta \mathbf{u}, \quad \operatorname{div} \mathbf{u}=0 \quad \text { in } D, \quad \mathbf{u}=\mathbf{\omega} \times \mathbf{r} \quad \text { on } S \\
u_{3}=(\omega \times \mathbf{r}) \cdot \mathbf{e}_{3}+\partial f / \partial t, \quad p-g f+g_{1} x_{1}+g_{2} x_{2}=2 v \partial u_{3} / \partial x_{3} \\
\frac{\partial u_{1}}{\partial x_{3}}+\frac{\partial u_{3}}{\partial x_{1}}=0, \quad \frac{\partial u_{2}}{\partial x_{3}}+\frac{\partial u_{\mathbf{3}}}{\partial x_{2}}=0 \text { on } \mathbf{\Sigma} \tag{1.7}
\end{gather*}
$$

Equations (1.5) and (1.7) describe the dynamics of the body with the 11quid. It is necessary to add to them the usual kinematic relations (for instance in the form (1.3)), and also possibly, the other equations which complete the system; for instance, the equations of the control system, the equations concerning the other solids, coupled with the body under consideration, and so on. When considering Cauchy's problem, it is necessary to specify the initial conditions for the body (position and veloaity of the body) and the liquid

$$
\begin{equation*}
\mathbf{u}\left(\mathbf{r}, t_{0}\right)=\mathbf{u}_{0}(\mathbf{r}), \quad f\left(x_{1}, x_{2}, t_{0}\right)=f_{0}\left(x_{1}, x_{2}\right) \tag{1.8}
\end{equation*}
$$

The function $u_{0}$ must satisfy the continuity condition, and also, together with $f_{0}$, the boundary conditions (1.7) at the instant $t_{0}$.

Below, Equations (1.5) and (1.7) are investigated in the case of a high Reynolds number: $I^{2} T^{-1} v^{-1} \geqslant 1$, $1 . e$. for the case of a low viscosity. Here $\ell$ is the characteristic IInear dimension of the cavity, $T$ is the characteristic time, the order of magnitude of which is that of the period of the oscillations of the body or of the liquid inside the cavity. Without loss of generality, choosing $\ell$ and $T$ for units of length and time we get $\nu * 1$. Thus the problem reduces to the asymptotic solution of the equations of hydrodynamics (1.7) for $\nu<1$ and the ensuing simplification of Equations (1.5).
2. Analyise of the nydrodymanos equations. We seek the solution of the problem (1.7) as was done in [9 and 10] by the method of the boundary layer [13], assuming

$$
\begin{align*}
& \mathbf{u}=\mathbf{v}+\mathbf{w}, \quad p=q+s, \quad \mathbf{v}=\mathbf{v}^{0}+v^{1 / 2} \mathbf{v}^{1}+\ldots  \tag{2.1}\\
& q=q^{0}+v^{1 / 2} q^{1}+\ldots, \quad f=f^{0}+v^{1 / 2} f^{1}+\ldots \quad(v<1)
\end{align*}
$$

Here the superscript refers to the number of the approximation. The functions $W$ and $s$ are functions of the boundary layer type. They can also be expanded in series of the powers of $v^{1 / 2}$, whereupon all the coefficients of the terms in $W^{k}$ and $s^{x}$ decrease rapidly when the distance to the boundaries of the domain $D$ increases. Let us denote by $D_{S}$ and $D_{\Sigma}$ the domains of the boundary layer adjacent from the inside to the surfaces $S$ and $\Sigma$, and having a thickness of the order of $\nu^{1 / 2}$. Then outside $D_{S}$ and $D_{\Sigma}$ we can assume $w=0$ and $s=0$.

The functions $w$ and $s$ satisfy Equations (1.7) in the same manner as the functions $v$ and $q$. Their boundary conditions are obtained by the following recurrent process. Let us assume the functions $\mathbf{v}^{1}, q^{1}, \mathbf{w}^{1}, s^{1}$ and $f^{1}$ have already been found for $t=0,1, \ldots, k-1$. To determine the functions $v^{k}, q^{k}$ and $f^{k}$ we shall require that they satisfy, together with the approximations found earlier, the condition $u \cdot n=(\omega \times r) \cdot n$ on the wall $S$ and the first two conditions (1.7) on $\Sigma$. Here $n$ is the unit vector of the normal to $S$ directed inwards. Then we determine the functions $w^{\mathbf{k}}$ and $\boldsymbol{s}^{\boldsymbol{x}}$ which, as the functions found earlier, must satisfy the condition $\mathbf{u}^{*}=$ $=(\omega \times r)^{*}$ on $S$, the last two conditions (1.7) on $\Sigma$ and also the conditions $w^{k} \rightarrow 0$ and $s^{k} \rightarrow 0$ outside $D_{S}$ and $D_{\Sigma}$. The asterisk refers always to the projection of the vector on the plane tangent to the surface $S$. The recurrent process described leads to the series (2.1) each subsequent term of which is a quantity of order $\nu^{1 / 2}$ with respect to the previous one.

For the functions $\mathbf{v}^{\mathbf{k}}$ and $q^{k}$ which satisfy Equations (1.7) we have

$$
\begin{equation*}
\mathbf{v}_{i}^{k}=-\nabla q^{k}+\Delta \mathbf{v}^{k-2}, \operatorname{div} \mathbf{v}^{k}=0 \quad(k=0,1, \ldots) \tag{2.2}
\end{equation*}
$$

whereby for $k=0,1$ the term $\Delta v^{k-a}$ does not appear in the first equation of (2.2).

Thus we have $\left(\text { rot } v^{0}\right)_{t}=\left(\text { rot } v^{1}\right)_{t}=0$. We shall assume that the initial distribution of the velocities (1.8) is potential everywhere, except, maybe on the boundary layer domains $D_{S}, D_{\Sigma}$. Then at $t=t_{0}$, we shall have rot $\nabla^{k}=0$ in $D$ for all functions $v^{k}$. Consequently, rot $\mathbf{v}^{0}=\operatorname{rot} \mathbf{v}^{1}=0$ in $D$ for all $t \geq t_{0}$. By induction it can be easily proved that
rot $v^{k}=0, \Delta v^{k}=0$ for all $k$ when $t \geq t_{0}$. Without loss of generality and taking (2.2) into consideration, we shall assume that

$$
\begin{equation*}
\mathbf{v}^{k}=\nabla \varphi^{k}, \quad q^{k}--\varphi_{t^{k}}^{k}, \quad \Delta \varphi^{k} \ldots=0 \quad(k=0,1, \ldots) \tag{2.3}
\end{equation*}
$$

Below we shall limit ourselves to the determination of the functions $\varphi^{*}$ and $f^{k}$ (and consequently $v^{k}$ and $q^{*}$ ) for $k=0,1$ and also of the functions $w^{\circ}$ and $s^{\circ}$ which will be simply denoted by $w$ and $s$ (i.e. only by those terms which are expressed in (2.1)).

The boundary condition for the functions $\varphi^{\circ}$ and $f^{\circ}$, as it follows from (2.3) and (1.7) and the described method of construction of the solution in the form (2.1), will be as follows:

$$
\begin{gather*}
\Delta \varphi^{\circ}=0 \text { in } D, \quad \partial \varphi^{\circ} / \partial n=(\omega \times \mathbf{r}) \cdot \mathbf{n} \quad \text { on } s \\
\partial \varphi^{\circ} / \partial x_{3}=(\omega \times \mathbf{r}) \cdot \mathbf{e}_{3}+\partial f^{\circ} / \partial t, \quad \varphi t^{\circ}+g f^{\circ}-g_{1} x_{1}-g_{2} x_{2}=0 \quad \text { on } \Sigma \tag{2.4}
\end{gather*}
$$

This is the usual problem for an ideal liquid, the solution of which as known from [ 1 and 3 to 5], can be sought in the form

$$
\begin{gather*}
\varphi^{\circ}=\omega_{1} \Phi_{1}+\omega_{2} \Phi_{2}+\omega_{3} \Phi_{3}+\sum_{k=0}^{\infty} a_{k}^{\circ}(t) \psi_{k}\left(x_{1}, x_{2}, x_{3}\right) \\
f^{\circ}=\sum_{k=0}^{\infty} b_{k}^{\circ}(t) \psi_{k}\left(x_{1}, x_{2}, 0\right)
\end{gather*}
$$

Here $\omega_{i}=\omega \cdot e_{i}$ represent the projections of the vector on the axes $x_{1}$; the $a_{k}{ }^{\circ}, b_{k}$ are coefficients yet unknown and the $\phi_{i}$, $t_{k}$ represent time independent functions of $x_{1}, x_{2}$ and $x_{3}$. The functions $\Phi_{1}$ are Zhukovskil potentials for the domain $D^{\prime}$, under the condition that the free surface $\Sigma$ is replaced by a rigid wall. They satisfy the boundary conditions

$$
\begin{array}{r}
\Delta \Phi_{i}=0 \text { in } D, \quad \partial \Phi_{i} / \partial n=(\mathbf{r} \times \mathbf{n}) \cdot \mathbf{e}_{i} \quad \text { on } S \\
\partial \Phi_{i} / \partial x_{3}=\left(\mathbf{r} \times \mathbf{e}_{3}\right) \cdot \mathbf{e}_{\mathbf{i}} \quad \text { on } \Sigma \quad(i=1,2,3) \tag{2.6}
\end{array}
$$

and are determined with an accuracy up to any arbitrary constants. The functions $t_{k}$ are the eigenfunctions of the problem of the free oscillations of an Ideal IIquid

$$
\begin{equation*}
\Delta \psi_{k}=0 \quad \text { in } D, \quad \frac{\partial \psi_{k}}{\partial n}=0 \quad \text { on } S, \quad \frac{\partial \psi_{k}}{\partial x_{s}}=\lambda_{k}^{2} \psi_{k} \quad \text { on } \Sigma \quad(k=0,1, \ldots) \tag{2.7}
\end{equation*}
$$

It is known [1], that the problem (2.7) has an infinite discrete spectrum of finite eigenvalues $\lambda_{k}$, whereupon $\lambda_{0}=0$, and all other $\lambda_{k}$ are real and positive. The functions ${ }^{\prime}\left(x_{1}, x_{2}, x_{3}\right)$ represent a complete orthogonal system in $D$ and the functions $\psi_{x}\left(x_{1}, x_{g}, 0\right)$ a complete orthogonal system in $\Sigma$. Thus, using Green's theorem and the boundary conditions (2.7) we have

$$
\int_{\Sigma} \psi_{k} \psi_{l} d S=\frac{1}{\lambda_{k}^{2}} \int_{\Sigma} \frac{\partial \psi_{k}}{\partial x_{3}} \psi_{l} d S=\frac{1}{\lambda_{k}^{2}} \int_{\Sigma} \frac{\partial \psi_{l}}{\partial x_{3}} \psi_{k} d S=\frac{\lambda_{1}^{2}}{\lambda_{k}^{2}} \int_{\Sigma} \psi_{k} \psi_{l} d S
$$

There follows the orthogonality of the functions $t_{k}\left(x_{1}, x_{3}, 0\right)$ and
 condition

$$
\begin{equation*}
\int_{\dot{E}} \psi_{k} \psi_{l}=\delta_{k l} \quad(k, l=0,1, \ldots) \tag{2.8}
\end{equation*}
$$

(where $\delta_{k l}$ is Kronecker's symbol).
By virtue of (2.6) and (2.7) the expansions (2.5) satisfy the equations and the condition (2.4) concerning $S$. In order to satisfy also the conditions (2.4) on the surface $\Sigma$, we shall aubotitutc in thooc conditions the expansions (2.5) and we shall express the derivatives $\partial \Phi_{1} / \partial x_{3}$ and $\partial \psi_{k} / \partial x_{3}$ on $\Sigma$ in terms of the conditions (2.6), (2.7). The equations obtained in the domain $\Sigma$ (for $x_{3}=0$ ) will be expanded in Pourier series along the orthogonal system of functions $\psi_{k}\left(x_{1}, x_{2}, 0\right)$ and the coefficients corresponding to the same $\psi_{k}$ equated to each other. We obtain a system of equations for the coefficients of the expansions (2.5). This system is given in [1, 3 and

$$
\begin{align*}
& \text { 4] In somewhat different notations. }  \tag{2.9}\\
& \left(b_{k}^{\circ}\right)=\lambda_{k}^{2} a_{k}^{0}, \quad\left(a_{i}^{\circ}\right)^{0}+g b_{k}^{\circ}-g_{1} A_{1 k}-g_{2} A_{2 k}+\sum_{i=1}^{3} \omega_{i} B_{i k}=0 \quad(k=0,1, \ldots)
\end{align*}
$$

The following notations were introduced for the Fourier coefficients:

$$
\begin{equation*}
A_{j k}=\int_{\Sigma} x_{j} \psi_{k} d S \quad(j=1,2), \quad B_{i k}=\int_{\Sigma} \Phi_{i} \psi_{k} d S \quad(i=1,2,3 ; \quad k=0,1, \ldots) \tag{2.10}
\end{equation*}
$$

Let us determine the functions $w$ and $s$ which we shall seek separately in the domains $D_{S}$ and $D_{\Sigma}$ (similar solutions can be found in [1, 9 and 10]). In the domain $D_{S}$, which has a thickness of the order of $v^{1 / 2}$ and is adjacent from the inside to the surface $S$, we shall introduce curvilinear orthogonal coordinates $\xi, \eta$ and $\zeta$ such that the surface $\Sigma$ is the surface $\zeta=0$, whereby $\zeta>0$, inside the domain $D_{S}$.

Let $w_{\xi}, w_{n}$ and $w_{\zeta}$ be the components of the vector $w$ in those coordinates, $H_{\xi}, H_{\AA}$ and $H_{\zeta}$ the corresponding coefficients of Lamé, and $H_{\xi}{ }^{\circ}$, $H_{n}{ }^{\circ}, H_{\zeta}{ }^{\circ}$ the values of those coefficients for $\zeta=0$. Without loss of generality, let us take $H_{\zeta}{ }^{\circ}=1$, then $\zeta$ is the distance to the surface $S$ along the internal normal $n$.

Let us write the equations of motion (1.7) substituting in them $u$ for $w, p$ for $s$, in the coordinates $\xi, \eta$ and $\zeta$. Then let us make the change of variables

$$
\begin{equation*}
\zeta=v^{1 / 2} \alpha, \quad w_{\xi}=v^{1 / 2} w_{\alpha} \tag{2.11}
\end{equation*}
$$

and take the limit when $\nu \rightarrow 0$ in the equations of motion.
The equation of motion corresponding to the coordinate $\alpha$ has the simple form $\partial \theta / \partial_{\alpha}=0$. Since outside the boundary layer (for $\alpha \rightarrow \infty$ ) we have $s \rightarrow 0$, then $s \equiv 0$ in $D_{S}$. Taking this relation into consideration, the remaining equations of motion and the equation giving the condition of continuity, have the form

$$
\begin{align*}
& \frac{\partial \mathbf{w}^{*}}{\partial t}=\frac{\partial^{2} \mathbf{w}^{*}}{\partial \alpha^{2}}, \quad \operatorname{Div} \mathbf{w}^{*}+\frac{\partial w_{\alpha}}{\partial \alpha}=0 \\
& \operatorname{Div} \mathbf{w}^{*}=\frac{1}{H_{\xi}{ }^{\circ} H_{n}^{\circ}}\left[\frac{\partial\left(H_{n}{ }^{\circ} w_{\bar{z}}\right)}{\partial \xi}+\frac{\partial\left(H_{\xi}{ }^{\circ} w_{n}\right)}{\partial \eta}\right] \tag{2.12}
\end{align*}
$$

Here $w^{*}$ is a two-dimensional vector (with components $w_{s}$ and $w_{n}$, tangent to the surface $S$, Div represents the two-dimensional operation of divergence for the vector fields on the surface $S$. We shall also give, in
agreement with the recurrent process of construction of the solution outlined above, the boundary conditions and also the initial condition

$$
\begin{gather*}
\mathbf{w}^{*}=\boldsymbol{\omega} \times \mathbf{r}-\nabla \varphi^{\circ} \quad \text { for } \alpha=0, \quad \mathbf{w}^{*} \rightarrow 0, u_{\alpha} \rightarrow 0 \quad \text { for } \alpha \rightarrow \infty \\
\mathbf{w}^{*}=\left(\mathrm{u}_{0}-\nabla \varphi^{\circ}\right)^{*} \quad \text { for } t=t_{0} \tag{2.13}
\end{gather*}
$$

Let us point out that on the basis of the condition (2.4), the vector $\omega \times \mathbf{r}-\nabla \varphi^{\circ}$, as well as $w^{*}$, lies in the plane tangent to $S$. The initial distribution of the velocities $u_{0}$ is assumed such that with the exception of the potential component $\nabla \varphi^{\circ}$, it is concentrated only in the boundary layer. The asterisk denotes its projection on the plane tangent to $S$; the third component $w_{\alpha}$ of the vector $w^{*}$ is determined from the equations of continuity, and no initial conditions are needed for it.

The solution of the heat conduction equations (2.12) under the conditions (2.13) for the semi-infinite line $0 \leqslant \alpha<\infty$ is expressed in the form of the integrals [14]; 5 and $\eta$ appear here as parameters. Then the function $w_{\text {e }}$ can be easily determined from Equation (2.12) and the boundary condition (2.13) when $a \rightarrow \infty$. Going back to the variables (2.11) we obtain

$$
\begin{aligned}
& \mathbf{w}^{*}(\xi, \eta, \zeta, t)=\frac{\zeta}{2 \sqrt{\pi v}} \int_{i_{0}}^{t} \frac{\left[\omega(\tau) \times \mathbf{r}-\nabla \varphi^{0}(\mathbf{r}, \tau)\right]}{(t-\tau)^{3 / t}} \exp \frac{-\zeta^{2}}{4 v(t-\tau)} d \tau+ \\
& +\frac{1}{2 \sqrt{\pi v\left(t-t_{0}\right)}} \int_{0}^{\infty}\left[\exp \frac{\left(\zeta-\zeta_{1}\right)^{2}}{4 v\left(t_{0}-t\right)}-\exp \frac{\left(\zeta+\zeta_{1}\right)^{2}}{4 v\left(t_{0}-t\right)}\right] \mathbf{w}^{*}\left(\xi, \eta, \zeta_{1}, t_{0}\right) d \zeta_{1} \\
& w_{\zeta}(\xi, \eta, \zeta, t)=\sqrt{v} \operatorname{Div}\left[\int_{\zeta}^{\infty} \mathbf{w}^{*}\left(\xi, \eta, \zeta_{1}, t\right) d \zeta_{1}\right], \quad \mathbf{r}=\mathbf{r}(\xi, \eta, 0)
\end{aligned}
$$

For the sake of simplicity we shall assume in the future, that at the initial instant, the flow is of potential nature, and that $w *=0$ for $t=t_{0}$. Then the previous formulas yield

$$
\begin{gather*}
\mathbf{w}^{*}(\xi, \eta, \zeta, t)=\frac{\zeta}{2 \sqrt{\pi v}} \int_{i_{0}}^{t} \frac{\omega(\tau) \times \mathbf{r}-\nabla \varphi^{2}(\mathbf{r}, \tau)}{(t-\tau)^{3 / 2}} \exp \frac{-\zeta^{2}}{4 v(t-\tau)} d \tau \\
=\frac{\sqrt[V]{v}}{\sqrt{\pi}} \int_{t_{0}}^{t} \frac{\operatorname{Div}\left[\omega(\tau) \times \mathbf{r}-\nabla \varphi^{\circ}(\mathbf{r}, \tau)\right]}{(t-\tau)^{1 / 2}} \exp \frac{-\zeta^{2}}{4 v(t-\tau)} d \tau, \quad \mathbf{r}=\mathbf{r}(\xi, \eta, 0)
\end{gather*}
$$

In the domain $D_{\Sigma}$ we shall write analogously to (2.11)

$$
\begin{equation*}
x_{3}=v^{1 / 2} \beta, \quad w_{3}=v^{1 / 2} w_{\beta} \tag{2.15}
\end{equation*}
$$

Then we shall change to the variables $x_{1}, x_{2}, 8$ in the equations of motion (1.7), and make $v \rightarrow 0$. We obtain as in (2.12) and (2.13) the equations of the boundary layer and the boundary conditions in the form

$$
\begin{gather*}
\frac{\partial w_{i}}{\partial t}=\frac{\partial^{2} w_{i}}{\partial \beta^{2}}, \quad \frac{\partial w_{1}}{\partial x_{1}}+\frac{\partial w_{2}}{\partial x_{2}}+\frac{\partial w_{\beta}}{\partial \beta}=0 \quad(i=1,2)  \tag{2.16}\\
\frac{\partial w_{i}}{\partial \beta}=-2 \sqrt{ }-\frac{\partial^{2} \varphi^{\circ}}{\partial x_{i} \partial x_{3}} \quad \text { for } \beta=0, \quad w_{i} \rightarrow 0, \quad w_{\beta} \rightarrow 0 \quad \text { for } \beta \rightarrow-\infty
\end{gather*}
$$

(here, as in the domain $l$, we have $s=0$ ).
The boundary conditions for $8=0$ express the fact that the sum $\mathbf{u}=\nabla \varphi^{\prime}+\mathbf{w}$ satiafies, with an accuracy up to higher order terms, the last. two conditions (1.7). The solution of the heat conduction equations for $w_{1}$ and $w_{k}$ with the boundary conditions (2.16) and for zero initial conditions is expressed by quadratures [14]. Then, we can determine $w_{\mathrm{g}}$ from the equation of continuity and the boundary condition (2.16) when $B \rightarrow-\infty$. Returning to the original variables (2.15) we have

$$
\begin{align*}
& (1) \quad \frac{1}{\sqrt{2 \pi}} \int_{1}^{\pi} \exp \left(-\frac{t^{2}}{2}\right) d t, \quad \text { 1) }(\infty)-1 \quad(i-1,2) \tag{217}
\end{align*}
$$

Laplace's equation for $\mathrm{T}^{\circ}$ is used in the integrand of $w_{3}$. Expressions (2.14) and (2.17) which are obtained, are, as expected, functions of the boundary layer type and decay exponentially outside the domains $D_{\mathrm{S}}$ and $D_{\mathrm{S}}$. Thus the components of the vector $W^{*}$ which are tangent and normal to the surfaces $S$ and $\Sigma$ have different orders of smallness in $v$, whereby both these components are of an order of magnitude larger in the domain $D$, than in $D_{2}(c f .(2.14)$ and (2.17)).

The solutions of (2.14) and (2.17) are not valid in the domain $D_{r}$, adjacent to the contour $\Gamma$, along which the surfaces $S$ and $\Sigma$ intersect each other. This domain which is the intersection of the domains $D_{\mathrm{S}}$ and $D_{2}$ has a thickness of the order $y^{i / 2}$ on the normal to the contour " $\Gamma$. Thus if we consider that $w, w_{\text {}}$ are bounded in $D_{\mathrm{P}}$, then the derivatives can be estimated by

$$
\left|\partial w_{i} / \partial x_{k}\right| \sim v^{-\frac{1}{2}},|v \Delta w| \sim 1 \quad \text { in } D_{\mathrm{F}} \quad \text { for } i, k=1,2,3
$$

But then, there follows from the equations of motion (1.7) in which $u$ is replaced by $w$, and $p$ by $s$ that $|\nabla s| \sim 1$ in $D_{\Gamma}$. since $a=0$ outside $D_{\Gamma}$, the thickness of the domain $J_{\Gamma}$ is a quantity of the order $v^{1 / 2}$. then $s \sim v^{1 / 2}$ in $D_{\mathrm{N}}$. The estimates

$$
\begin{equation*}
|\mathbf{w}| \sim 1, \quad\left|\partial u_{3} h \partial x_{3}\right| \sim v^{-s}, \quad s-v^{2}=\ln D_{1} \tag{2.18}
\end{equation*}
$$

will be uged in the future.
The functions $v^{2}, q^{1}, f^{1}$ from the expreasions (2.1) must compensate the disparity in the condition $u \cdot n=(\omega \times r) \cdot n$ on $S$, and also in the first two conditions (1.7) on $\Sigma$, which is obtained by the solution in the boundary layer of $w, s$. We shall write those boundary conditions, substituting in them $u$ from (2.1) and taking into account (2.3) and the boundary conditions (2.4)

$$
\begin{align*}
& \frac{\partial \varphi^{1}}{\partial n}=\quad-\frac{\mathbf{w} \cdot \boldsymbol{n}}{\sqrt{v}} \text { on } S, \quad \frac{\partial \varphi^{1}}{\partial x_{3}}+\frac{u_{3}}{\sqrt{\nu}}=\frac{\partial t^{1}}{\partial t} \\
& -\frac{\partial \varphi^{1}}{\partial t}-g f^{k}+\frac{s}{\sqrt{V}}=2 V^{v} \frac{\partial \varphi^{3}}{\partial x_{3}^{2}}+2 \sqrt{v} \frac{\partial w_{3}}{\partial x_{3}} \quad \text { on } \Sigma \tag{2.19}
\end{align*}
$$

The functions $\phi^{2}$ and $f^{1}$ satisfying the conditions (2.19) are sought, as in (2.5), in the form

$$
\begin{equation*}
\varphi^{k}=\chi+\sum_{k=0}^{\infty} a_{k i}^{1}(t) \psi_{k}\left(x_{1}, x_{2}, x_{3}\right), \quad f^{1}=\sum_{k=0}^{\infty} b_{k}^{1}(t) \psi_{k}\left(x_{1}, x_{2}, 0\right) \tag{2.20}
\end{equation*}
$$

Here $a_{*}{ }^{1}$ and $b_{k}{ }^{1}$ are unknown coefficients, $x$ is a function harmonic in $D$ and satisfying Neumann's conditions

$$
\begin{equation*}
\frac{\partial \chi}{\partial n}=-\frac{\mathbf{w} \cdot \mathbf{n}}{\sqrt{v}} \quad \text { on } s, \quad \frac{\partial \chi}{\partial x_{3}}=-\frac{u_{3}}{\sqrt{v}} \quad \text { on } \mathrm{S} \tag{2.21}
\end{equation*}
$$

The right-hand sides of the conditions (2.21) are determined by Equations (2.14) and (2.17) in which it is necessary to make, respectively, $\zeta=0$, and $x_{3}=0$, whereupon $\mathbf{w} \cdot \mathbf{n}=w_{\zeta} \sim \sqrt{v}$ on $S, w_{3} \sim v$ on $\Sigma$. Neumann's problem with the conditions (2.21) can be solved since

$$
\int_{S}^{0} \frac{\partial \chi}{\partial n} d S=-\frac{1}{\sqrt{v}} \int_{\mathrm{S}} \int_{\mathrm{S}} \mathbf{w} \cdot \mathbf{n} d S=-\frac{1}{\sqrt{v}} \int_{D}^{0} \operatorname{div} \mathbf{w} d V=0
$$

by virtue of the equation of continuity of $w$.
Let us substitute the expansion (2.20) into the conditions (2.19). The condition (2.19) on $S$ will be satisfied in agreement with the equations (2.7) and (2.21). In the conditions (2.19) on the surface $\Sigma$ we shall express $\partial x / \partial x_{3}, \quad \partial \psi_{k} / \partial x_{3}$ by equalities (2.7) and (2.21), and then we shall expand those conditions in Fourier series of the functions $\psi_{k}\left(x_{1}, x_{2}, 0\right)$ on $\Sigma$. We shall obtain, as in (2.9), the following equations:

$$
\begin{gather*}
\left(b_{k}^{1}\right)=\lambda_{h}{ }^{2} a_{k}^{1}, \quad\left(a_{k}^{1}\right)+g b_{k}^{1}+\frac{\partial}{\partial t}\left(\int_{\nu} \chi \psi_{k} d S\right)+\Delta_{k}=0  \tag{2.22}\\
\Delta_{k}=\int_{\Sigma}\left(2 \sqrt{v} \frac{\partial^{\prime} \varphi^{\circ}}{\partial x_{3}^{2}}+2 \sqrt{v} \frac{\partial w_{s}}{\partial x_{3}}-\frac{s}{\sqrt{v}}\right) \Psi_{k} d S \quad(k \cdot 0,1, \ldots)
\end{gather*}
$$

Let us estimate the components of $\Delta_{k}$. Almost in the entire domain $\Sigma$ except in a band of thickness $\sim v^{1 / 2}$, adjacent to the contour $r$, we have $s=0, \partial w_{3} / \partial x_{3} \sim v^{1 / 9}$, as it follows from Equation (2.17). Thus the integrand of $\Delta_{k}$ is of the order $v^{1 / 2}$. In the proximity of the contour $\Gamma$ in a small domain of order $v^{1 / 2}$, as can be seen from the estimates (2.18), this integrand is of order 0 (1). Consequently, $\Delta_{k}-v^{1 / 2}$, and this term can be dropped in (2.22).

Let us now compute the Fourier coefficients of the function $x$. Using the integral theorems of analysis, the boundary conditions (2.7) and (2.21) for the harmonic functions $x$ and $\psi_{k}$ and Equation div $w=0$, we shall obtain

$$
\begin{align*}
& \int_{\Sigma} \chi \psi_{k} d S=\frac{1}{\lambda_{k}^{2}} \int_{\Sigma} \chi \frac{\partial \psi_{k}}{\partial x_{3}} d S=-\frac{1}{\lambda_{k}^{2}} \int_{S+\Sigma} \chi \frac{\partial \psi_{k}}{\partial n} d S=-\frac{1}{\lambda_{k}^{2}} \int_{S+\Sigma} \frac{\partial \chi}{\partial n} \psi_{k} d S=  \tag{2.23}\\
= & \frac{1}{\sqrt{v \lambda_{k}^{2}}} \int_{S+\Sigma} \mathbf{n} \cdot \mathbf{w} \psi_{k} d S=-\frac{1}{\sqrt{v \lambda_{k}^{2}}} \int_{D} \operatorname{div}\left(\psi_{k} \mathbf{w}\right) d V=-\frac{1}{\sqrt{v \lambda_{k}{ }^{2}}} \int_{D} \nabla \psi_{k} \cdot \mathbf{w} d V
\end{align*}
$$

( $n$ is the unit vector of the normal interior to $D$ ).
The function $w$ is bounded for $v \rightarrow 0$ in $D_{S}$ and $D_{\mathrm{r}}$, is small in $D_{\Sigma}$ (see (2.14), (2.17) and (2.18)) and is practically equal to zero in the remaining part of the domain $D$.

Since the volume of the domain $D_{r}$ is of order $v$, and $D_{S}$ of order
$v^{1 / 2}$, the basic contribution in the last integral (2.23) is brought by the integral over the domain $D_{S}$. In the domain $D_{S}$ we can write $w=w^{*}$ with an accuracy up to higher order terms. Furthermore, since the function $w^{*}$ decays rapidly when $\zeta$ increases, the integration over $D_{S}$ can be replaced by an integration along $\zeta$ from 0 to $\infty$ over the surface $S$. Then we obtain from (2.23)

$$
\begin{equation*}
\int_{\Sigma} \chi \psi_{k} d S=-\frac{1}{\sqrt{v} \lambda_{k}^{2}} \int_{D_{k}} \nabla \psi_{k} \cdot w^{*} d V=-\frac{1}{\sqrt{v} \lambda_{k}^{2}} \int_{S}^{*} \nabla \psi_{k} \cdot\left(\int_{B}^{\infty} w^{*} d \zeta\right) d S \tag{2.24}
\end{equation*}
$$

Using Formulas (2.14) and (2.5) we compute the integral

$$
\begin{gather*}
\int_{0}^{\infty} \mathbf{w}^{*} d \zeta=\frac{\sqrt{v}}{\sqrt{\pi}} \int_{i_{s}}^{t} \frac{\omega \times \mathbf{r}-\nabla \varphi^{\circ}}{(t-\tau)^{1 / 2}} d \tau=  \tag{2.25}\\
=-\frac{\sqrt{v}}{\sqrt{\pi}}\left[\sum_{i=1}^{3}\left(\mathbf{r} \times \mathbf{e}_{i}+\nabla \Phi_{i}\right) \int_{i_{0}}^{t} \frac{\omega_{i}(\tau) d \tau}{(t-\tau)^{1 / 2}}+\sum_{j=1}^{\infty} \nabla \Psi_{j} \cdot \int_{t_{0}}^{t} \frac{a_{j}^{0}(\tau) d \tau}{(t-\tau)^{1 / 2}}\right]
\end{gather*}
$$

In the last summation the term with $f=0$ has been omitted, since $\psi^{\circ}=\mathrm{const}, \nabla \psi^{\circ}=0$. Substituting (2.25) into (2.24) and then substituting (2.24) into Equation (2.22)

$$
\begin{gather*}
\left(b_{k}^{1}\right)^{*}=\lambda_{k}{ }^{2} a_{k}^{1} \quad(k=1,2, \ldots)  \tag{2.26}\\
\left(a_{k}^{1}\right)^{\prime}+g b_{k}^{1}+\frac{1}{\sqrt{\pi} \lambda_{k}^{2}} \frac{d}{d t}\left[\sum_{i=1}^{3} C_{i k} \int_{i_{0}}^{t} \frac{\omega_{i}(\tau) d \tau}{\sqrt{t-\tau}}+\sum_{j=1}^{\infty} D_{j k} \int_{i_{0}}^{t} \frac{a_{j}^{\circ}(\tau) d \tau}{\sqrt{t-\tau}}\right]=0 \tag{2.27}
\end{gather*}
$$

Here the constants $C_{1 k}$ and $D_{1 k}$ are determined by Equations
$C_{i k}=\int_{S}\left(\mathrm{r} \times \mathbf{e}_{i}+\nabla \Phi_{i}\right) \cdot \nabla \psi_{k} d S, \quad D_{j k}=\int_{S} \nabla \psi_{j} \cdot \nabla \psi_{k} d S \quad(i=1,2,3 ; i, k=1,2, \ldots)$
Let us investigate separately the case $h=0$. It corresponds to $\lambda_{0}=0$ and, as follows from (2.7) and the condition (2.8), $\psi^{\circ}=$ const $=1 / \sqrt{\Sigma}$ where $\Sigma$ is the area of the nondisturbed free surface $\Sigma$. As a consequence of the invariance of the volume of the liquid, we have

$$
\int_{\Sigma} / d S=\int_{\Sigma} f^{\alpha} d S+\nu^{1 / 2} \int_{\Sigma} f^{1} d S=0
$$

Substituting into this equation the expansions (2.5) and (2.20) we obtain $b_{0}{ }^{\circ}=b_{0}{ }^{1}=0$. Then, from Equations (2.9) and (2.22) we obtain for $h=0$
$a_{0}(t)=a_{0}^{0}+v^{1 / 2} a_{0}{ }^{1}=A_{10} \int_{t_{0}}^{t} g_{1} d t+A_{20} \int_{t_{0}}^{t} g_{2} d t-\sum_{i=1}^{3} \omega_{i}(t) B_{i^{\prime}}-\frac{\sqrt{v}}{\sqrt{\Sigma}} \int_{\Sigma} \chi d S+$ const
If Equations (2.1), (2.3), (2.5) and (2.20) are taken into consideration, the equation of the hydrodynamic problem in the given approximation takes the form

$$
\begin{align*}
& \mathbf{u}=\nabla \varphi+\mathbf{w}, \quad p=-\varphi_{t}+s, \quad \varphi=\varphi^{0}+\nu^{2 / 2} \varphi^{1}=\sum_{i=1}^{3} \omega_{i} \mathrm{D}_{i}+  \tag{2.29}\\
& +\sum_{k=1}^{\infty} a_{k} \psi_{k}+\nu^{1 / x} \chi+c(t), \quad a_{k}=a_{k}^{0}+v^{1 / 2} a_{k}^{1}, \quad c=a_{0} \psi^{0}=\frac{a_{0}}{\sqrt{\Sigma}}
\end{align*}
$$

$$
f=f^{\circ}+v^{2 / 2} f^{1}=\sum_{k=1}^{\infty} b_{k}(t) \psi_{k}\left(x_{1}, x_{2}, 0\right), \quad b_{k}=b_{k}^{\circ}+v^{1 /} b_{k}^{1} .
$$

Here $w$ is determined by Equations (2.14) and (2.17) in the domains $D_{s}$ and $D_{\Sigma}$ and is equal to zero in the remaining part of the domain $D, s \equiv 0$ everywhere, except in the domain $D_{\mathrm{I}}$, where the estimates (2.18) are valid.

The functions $\Phi_{1}, \notin$ and $x$, harmonic in $D$, are determined by the boundary conditions (2.6), (2.7) and (2.21). The function $a_{0}$ is specified by Equation (2.28). For the summation coefficients $a_{k}$ and $b_{k}$, determined by Equations (2.29) we obtain from (2.9) and (2.26), equations which are valid with an accuracy up to small terms of higher order

$$
\begin{gather*}
b_{k}{ }^{*}=\lambda_{k}{ }^{2} a_{k}, \quad a_{k}{ }^{*}+g b_{k}-g A_{1 k}-g_{\mathrm{i}} A_{2 k}+\sum_{i=1}^{3} \omega_{i} B_{i k}+  \tag{2.30}\\
+\frac{\sqrt{v}}{\sqrt{\pi} \lambda_{k}{ }^{2}} \frac{d}{d t}\left[\sum_{i=1}^{3} C_{i k} \int_{t_{0}}^{t} \frac{\omega_{i}(\tau) d \tau}{\sqrt{t-\tau}}+\sum_{j=1}^{\infty} D_{j k} \int_{i_{0}}^{t} \frac{a_{j}(\tau) d \tau}{\sqrt{t-\tau}}\right]=0 \quad(k=1,2, \ldots)
\end{gather*}
$$

The obtained linear system of integro-differential equations describes the motion of the liquid. If the motion of the body is specified, i.e. the quantities $g, g_{1}, g_{2}$ and $\omega_{1}$ are known as functions of time, then the investigation of the motion of the liquid reduces to the solution of Cauchy's problem for the system (2.30) with the initial conditions

$$
\begin{aligned}
& a_{k}\left(t_{0}\right)=\int_{D} \varphi\left(x_{1}, x_{2}, x_{3}, t_{0}\right) \psi_{k}\left(x_{1}, x_{2}, x_{3}\right) d V \\
& b_{k}\left(t_{0}\right)=\int_{2} f\left(x_{1}, x_{2}, t_{0}\right) \psi_{k}\left(x_{1}, x_{2}, 0\right) d S \quad(k=1,2, \ldots)
\end{aligned}
$$

The functions $\varphi$ and $f$ must be known at the initial instant.
Instead of the potential $\varphi$ for $t=t_{0}$, we can specify, for inatance $\partial f / \partial t$, and then, in agreement with (2.30), determine

$$
a_{k}\left(t_{0}\right)=\frac{b_{k}^{\cdot}\left(t_{0}\right)}{\lambda_{k}^{2}}=\frac{1}{\lambda_{k}^{2}} \int_{\Sigma} \frac{\partial f\left(x_{1}, x_{2}, t_{0}\right)}{\partial t} \psi_{k}\left(x_{1}, x_{2}, 0\right) d S
$$

3. Equations of motion of the body with 14quid. In order to describe the motion of the body with liquid, we shall simplify Equations (1.5). We shall substitute in them the solution (2.29) and compute the integrals using the notations (2.10)

$$
\begin{gather*}
\mathbf{Q}=m \omega \times \mathbf{r}_{c}+\rho \sum_{k=1}^{\infty} b_{k} \cdot\left(\mathbf{e}_{1} A_{1 k}+\mathbf{e}_{2} A_{2 k}\right) \\
\mathbf{Q} \equiv m \omega \times \mathbf{r}_{k}+\rho \sum_{k=1}^{\infty} b_{k} \cdot\left(\mathbf{e}_{1} A_{1 k}+\mathbf{e}_{2} A_{2 k}\right)=\mathbf{F}+m \mathbf{g} \\
\mathbf{g}=\mathbf{g}_{0} \quad \mathbf{R}_{0} \cdot=-g \mathbf{e}_{3}+g_{1} \mathbf{e}_{1}+g_{n} \mathbf{e}_{2} \quad\left(m=m_{1}+m_{2}\right)  \tag{3.1}\\
\mathbf{K}=\mathbf{M}+\mathbf{m r}_{r} \times \mathbf{g}+\rho g \sum_{k=1}^{\infty} b_{k}\left(\mathbf{e}_{2} A_{1 k}-\mathbf{e}_{1} A_{2 k}\right)
\end{gather*}
$$

The terms with an order of smallness larger than the first have been dropped. Note that the coefficients $a_{k}$ and $b_{k}$ as well as $\varphi, f, w, \sigma_{1}$ and $g_{a}$ and their derivatives are small quantities of the first order, the unit vectors $e_{i}$ satisfy Equations (1.3).

In the last equation of (1.5) we shall substitute $u$ from (2.29)

$$
\begin{equation*}
\mathbf{K}=\mathbf{J}_{1} \cdot \boldsymbol{\omega}+\rho \int \mathbf{r} \times \vee \Psi d V+\rho \int_{D} \mathbf{r} \times \mathbf{w} d V \tag{3.2}
\end{equation*}
$$

Let us transform the first integral of (3.2) using the relations $\mathbf{r} \times \nabla \varphi=-\operatorname{rot}(\mathbf{r} \varphi)$ and (2.6), and also the theorems of Stokes and Green

$$
\begin{gather*}
\int_{D} \mathbf{r} \times \nabla \varphi d V=-\int_{D} r \operatorname{rot}(\mathbf{r} \varphi) d V=-\int_{i} \mathbf{r} \times \mathbf{n} \varphi d S=-\int_{S+\Sigma} \sum_{i=1}^{3} \mathbf{e}_{i} \frac{\partial \Phi_{i}}{\partial n} \varphi d S= \\
=-\sum_{i=1}^{3} \mathbf{e}_{i} \int_{S+\mathbf{\Sigma}} \Phi_{i} \frac{\partial \varphi}{\partial n} d S=\sum_{i=1}^{3} \mathbf{e}_{i}\left(\int_{\Sigma} \Phi_{i} \frac{\partial \varphi}{\partial x_{3}} d S-\int_{S} \Phi_{i} \frac{\partial \varphi}{\partial n} d S\right) . \tag{3.3}
\end{gather*}
$$

Substituting into Equation (3.3) the value of $\varphi$ given by (2.29), and using the boundary conditions (2.6), (2.7) and (2.21) for the functions $\Phi_{1}$, * and $x$ we obtain

$$
\begin{align*}
& \int_{D} \mathbf{r} \times \nabla \varphi d V=\sum_{i=1}^{3} e_{i}\left(\sum_{j=1}^{3} \omega_{j} J_{i j}+\sum_{k=1}^{\infty} \lambda_{k}^{2} B_{i k} a_{k}+\int_{S+\Sigma} \coprod_{i} \frac{\mathbf{w} \cdot \mathbf{n}}{\sqrt{v}} d S\right) \\
& J_{i j}=J_{j i}=-\int_{i} \frac{\partial \Phi_{j}}{\partial n} d S=\int_{\Sigma} \mathbb{\Phi}_{i} \frac{\partial \Phi_{j}}{\partial x_{3}} d S-\int_{i} \frac{\partial \Phi_{j}}{\partial n} d S \tag{3.4}
\end{align*}
$$

Here the constants $J_{1}$, are the components of the tensor $J_{2}$ of the coupled masses for the domain $D$, in which the free surface $\Sigma$ has been replaced by a plane rigid wall. The constants $B_{i k}$ are determined by the Equations (2.10)

Let us transform, as in (2.23), the integral of Formula (3.4)

$$
\begin{equation*}
\int_{S+\mathbf{L}} \Phi_{i} \mathbf{w} \cdot \mathbf{n} d S=-\int_{D} \operatorname{div}\left(\Phi_{i} \mathbf{w}\right) d V=-\int_{D} \nabla \Phi_{i} \cdot \mathbf{w} d V \tag{3.5}
\end{equation*}
$$

Substituting (3.5) into (3.4) and then (3.4) into Formula (3.2) to obtain

$$
\begin{gather*}
\mathbf{K}=\mathbf{J} \cdot \boldsymbol{\omega}+\rho \sum_{k=1}^{\infty} \lambda_{k}{ }^{2} a_{k}\left(\sum_{i=1}^{3} B_{i \hbar} \mathbf{e}_{i}\right)+\rho \int_{\nu}\left[\mathbf{r} \times \mathbf{w}-\sum_{i=1}^{3} \mathbf{e}_{i}\left(\nabla \Phi_{i} \cdot \mathbf{w}\right)\right] d V \\
\mathbf{J}=\mathbf{J}_{1}+\mathbf{J}_{2} \tag{3.6}
\end{gather*}
$$

Using the identity

$$
\left.\mathbf{r} \times \mathbf{w}-\sum_{i=1}^{3} \mathbf{e}_{i}(\nabla \Phi)_{i} \cdot \mathbf{w}\right)=-\sum_{i=1}^{3} \mathbf{e}_{i}\left[\left(\mathbf{r} \times \mathbf{e}_{i}+\nabla \mathbf{\Phi}_{i}\right) \cdot \mathbf{w}\right]
$$

and transforming the integral, which enters Equation (3.6), as in (2.24), we obtain

$$
\begin{equation*}
\int_{D}\left[\mathbf{r} \times \mathbf{w}-\sum_{i=1}^{3} \mathbf{e}_{i}\left(\nabla \mathbf{\Phi}_{i} \cdot \mathbf{w}\right)\right] d V=-\sum_{i=1}^{3} \mathbf{e}_{i} \int_{\mathbf{S}}\left(\mathbf{r} \times \mathbf{e}_{i}+\nabla^{\Phi} \mathbf{o}_{i}\right)\left(\int_{0}^{\infty} \mathbf{w}^{*} d \zeta\right) d S \tag{3.7}
\end{equation*}
$$

Taking into consideration Equation (3.7) and Formula (2.25), Expression (3.6) is brought to the final form

$$
\begin{align*}
& \left.\left.\int_{i_{0}}^{t} \frac{\omega_{j}(\tau) d \tau}{\sqrt{l-\tau}}+\sum_{k=1}^{\infty} C_{i h} \int_{i_{0}}^{t} \frac{a_{k}(\tau) d \tau}{\gamma l-\tau}\right]\right) \quad\left(J=\mathbf{J}_{1}-\mathbf{J}_{2}\right) \tag{3.8}
\end{align*}
$$

The constants $C_{i}$ * are determined by Formulas (2.27), and the constants $E_{i}$; differ only by constant factors from the elements of the tensor $\boldsymbol{B}$, introduced in [9].

The dynamics of the body with a liquid is described by the integro-differential equations (2.30) and (3.1) in which $K$ must be substituted from (3.8), and also by the kinematic relations (1.3). Then, the motion of the body is characterized by the parameters $\mathbf{R}_{0}, \mathbf{R}_{0}, \mathbf{e}_{i}, \boldsymbol{\omega}_{i}$, and the motion of the ilquid by the quantities $a_{k}$ and $b_{k}$. In fact those parameters should be specifled as initial conditions. The function $a_{0}(t)$, determined by Equation (2.28) does not affect the motion of the body and the distribution of the velocities in the ifquid, and hence is not essential.

In the case of systems more complex than one solid with liquid, it is also necessary to add some complementing equations.

If the body has several liquid-filled cavities, there corresponds a system (2.30) to each cavity, and similar groups of terms corresponding to each cavity are summed in Formulas (3.1) and (3.8).

In Equations (2.30), (3.1) and (3.8) one finds the constants $\lambda_{k}$ and $f_{1}$ (through the tensor $J_{2}$ ), $A_{i k}, B_{i k}, C_{i k}, D_{j}$ and $E_{i}$, which depend only on the form of the cavity and the level of the liquid. In order to determine them, it is necessary to solve the three boundary problems (2.6) and the eigenvalue problem (2.7) once for a given form of cavity (it is not necessary to solve the boundary value problem (2.21) for the functions $x$ ), and then calculate the integrals (2.10), (2.27) and (3.4) for $J_{1}$, (3.9). The volume of calculations though, will be almost the same as in the case of the ideal liquid for which it is not necessary to find the coefficients $C_{1 k}$ and $E_{1}$,

Cauchy's problem for Equations (2.30), (3.1), (3.7) and (1.3) can be solved either by means of a direct numerical integration, or by means of different approximate methods. Note that these equations can be significantly simplified, First, in practical problems, it is sufficient to limit oneself to a smali number of Fourier coefficients $a_{k}, b_{k}$, i.e. consider only a few forms (or even one only) of the principal osciliations of the.liquid. Then it is simply assumed that the other coefficients are equal to zero, and the equations of the system ( 2.30 ) which corresponds to them are discarded.

Secondly, Equations (2.30) and (3.8) Include the parameter $\delta v \ll 1$ in the integral terms, which can serve as a basis to justify the use of the small parameters method. Thirdly, in many cases the mass of liquid is small with respect to the mass of the body, thus the terms related to the motion of the ilquid can be considered as perturbing. Formally, this leads to the fact that $\rho$ can be considered as a small parameter in Equations (3.1) and (3.8). The simplifications indicated csn be widely used in practical problems.

Equations (2.30), (3.1) and (3.8) are derived in the ilnear approximation with respect to the amplitude of the oscillations (the quantities $a_{y}, b_{x}$, $\omega, \theta_{1}$ and $\sigma_{2}$ and their derivatives and integrals are smali quantities of the first order) and with an error of the order of $v$ in the small parameter
$v<1$. If the approximations made are to be valid over the entire interval of motion, it is necessary that the integrals

$$
\int_{i_{n}}^{t} \frac{0_{i}(\tau) / \tau}{\sqrt{t-\tau}}, \quad \int_{i_{n}}^{t} \frac{a_{n}(\tau) d \tau}{\sqrt{t}-\tau}
$$

entering Formulas (2.30) and (3.8) remain small quantities of the first order in that interval. This is possible, either if the interval of motion is sufficlently small (of the order of the undty, i.e. of the characteristic period of oscillations), or if the functions $w_{i}$ and $a_{k}$ oscillate around zero. otherwise the boundary layer grows with time, and the flow of liquid in the cavity will never be close to a potential one. The vortex motion of the liquid in the cavity of the solid, even in the absence of viscosity, has quite a complicated nature (see [15]).
4. Forcod osolilations of the 11quid. Let the motion of the body be given by Formulas

$$
\begin{equation*}
g_{i}=g_{i n} e^{\mu t} \quad(i=1,2), \quad \omega:=\omega_{0} e^{p i}:=\sum_{i=1} e_{i} \omega_{i n} e^{p i}, \quad g==\text { onst } \tag{4.1}
\end{equation*}
$$

where $\mu$ is a complex number and $\theta_{10}$ and $\omega_{10}$ are constants. Furthermore, let us assume that the unit vectors $e_{1}$ of the system of coordinates associated with the body, appear in the form $\theta_{1}=e_{10}+0_{1}$. Here the $e_{10}$ are the unit vectors of the cartesian system of coordinates oy y $y_{3}$ (see Section 1), and be, are small quantities of the first order, proportional to $e^{\mu i}$. Taking the relations (1.3) and (4.1) Into account, the unit vectors $e_{i}$ "can be expressed (in the linear approximation) in the form

$$
\begin{equation*}
\mathbf{e}_{i}=\mathbf{e}_{i 0}+\left(\omega \times \mathbf{e}_{i 0}\right) / \mu=\mathbf{e}_{i 0}+\left(\omega_{0} \times e_{i 0}\right) \mathbf{e}^{\mu t} / \mu \tag{4.2}
\end{equation*}
$$

Let us determine the motion of the liquid for which the functions $u, p$ and $f$ depend on time by means of the multiplying factor $e^{\text {pit }}$. The process of solution will not differ much from the investigations of the Sections 2 and 3 in which Cauchy's problem was studied. The solution of the problem (1.7) is again sought in the form (2.1), where all the terms of the expansions are proportional to $e^{\text {itt }}$. The relations (2.3) are obtained again for the functions $\psi^{*}$ and $q^{*}$; for $\varphi^{\circ}$ and $f^{\circ}$ we get the relations (2.5), in which the coefficients $a_{k}{ }^{\circ}$ and $b_{k}^{\circ}$ are proportional to $e^{1, t}$.

As before, the function $w$ satisfies the equations and boundary conditions (2.12) and (2.13) in the domain $D_{S}$, and (2.16) in the domain $D_{2}$ The solution of those boundary value problems, which depend on time as $e^{4 t}$, has the form (see [9 and 10])

$$
\begin{aligned}
\mathbf{w}^{*}(\xi, \eta, \zeta, t) & =\left[\omega(t) \times \mathbf{r}-\nabla \varphi^{\circ}(\mathbf{r}, t)\right] \exp (\sqrt{\mu / v} \zeta) \quad(\mathbf{r}=\mathbf{r}(\xi, \eta, 0) \\
w_{\zeta}(\xi, \eta, \zeta, t) & =\sqrt{v / \mu} \operatorname{Div}\left[\nabla \varphi^{0}(\mathbf{r}, t)-\omega(t) \times \mathbf{r}\right] \exp (\sqrt{\mu / v \zeta}) \\
w_{i}\left(x_{1}, x_{2}, x_{3}, t\right) & =2 \frac{\sqrt{v}}{\sqrt{\mu}} \frac{\partial^{2} \varphi^{\circ}\left(x_{1}, x_{2}, 0, t\right)}{\partial x_{i} \partial x_{3}} \exp \left(-\frac{\sqrt{\mu} x_{3}}{\sqrt{v}}\right) \quad(i=1,2) \\
w_{3}\left(x_{1}, x_{2}, x_{3}, t\right) & =-\frac{2 v}{\mu} \frac{\partial^{3} \varphi^{\circ}\left(x_{1}, x_{2}, 0, t\right)}{\partial x_{3}^{3}} \exp \left(-\frac{\sqrt{\mu} x_{3}}{\sqrt{v}}\right)
\end{aligned}
$$

Here and further on $\checkmark_{\mu}$ represents the root for which Re $\gamma_{\mu}<0$. The functions $\varphi^{\circ}$ and are proportional to $e^{\mu t}$.

The functions $\varphi^{1}$ and $f^{2}$ satisfy the relations (2.20), in which the function $x$ satisfying the boundary conditions (2.21) and the coefficients $a_{4}{ }^{2}$ tion and $^{X}$ satiarying the boundary conditions (2.21) and the cortional to $e^{\mu t}$. Instead of Equations (2.25) we obtain by means of $(4.3),(2.5)$ :

$$
\begin{equation*}
\int_{0}^{\infty} w^{*} d \zeta=-\frac{\sqrt{v}}{\sqrt{\mu}}\left(\omega \times r-\nabla \varphi^{\circ}\right)=\frac{\sqrt{v}}{\sqrt{\mu}}\left[\sum_{i=1}^{3}\left(r \times e_{i}+\nabla \omega_{i}\right) \omega_{i}+\sum_{j=1}^{\infty} \nabla_{i} \varphi_{i}{ }^{\circ}\right] \tag{4.4}
\end{equation*}
$$

Substituting (4.4) into (2.24) and taking (2.27) into consideration

$$
\begin{equation*}
\int_{\Sigma} x \Psi_{k} d S=-\frac{1}{\lambda_{k}^{2} \sqrt{\mu}}\left(\sum_{i=1}^{3} c_{i k} \omega_{i}+\sum_{j=1}^{\infty} D_{j k} a_{j} 0\right) \tag{4.5}
\end{equation*}
$$

The motion of the liquid in the considered approximation can be described as berore by the relations (2.29). In Equations (2.29) the runction $w$ is now determined by Formulas (4.3) in the domains $D_{S}$ and $D_{\Sigma}$, and $w=0$ in the remaining part of the domain $D$. The function $a$ differs from zero only in the domain $D_{\Gamma}$, where the estimates (2.18) are valid. The coefficients $a_{k}$ and $b_{k}$ which enter (2.29) have now the form

$$
\begin{equation*}
a_{k}=a_{k}^{0}+v^{1 / 2} a_{k}^{1}=c_{k} e^{\mu t}, \quad b_{k}=b_{k}^{0}+v^{1 / 2} b_{k}^{1}=d_{k} e^{\mu t}, \quad k=1,2, \ldots \tag{4.6}
\end{equation*}
$$

(where $o_{k}$ and $d_{k}$ are constants).
From Equations (2.9) and (2.22) and taking the equalities (4.1), (4.5) and (4.6) into consideration, and $\Delta_{x}=0$, we obtain algebraic equations for the constants $c_{k}$ and $d_{k}$

$$
\mu d_{k}=\lambda_{k}{ }^{2} c_{k}
$$

$$
\begin{equation*}
(k=1,2, \ldots) \tag{4.7}
\end{equation*}
$$

$$
\mu c_{k}+g d_{k}-g_{10} A_{1 k}-g_{2} A_{2 k}+\mu \sum_{i=1}^{3} \omega_{i n} B_{i k}-\frac{\sqrt{v \mu}}{\lambda_{k}^{2}}\left(\sum_{i=1}^{3} C_{i k} \omega_{i 0}+\sum_{j=1}^{\infty} D_{j k} c_{j}\right)=0
$$

The case $k=0$ is considered separately. As in the relation (2.28) we obtain

$$
a_{0}(t)=e^{\mu t}\left(\frac{g_{10} A_{10}+g_{20} A_{20}}{\mu}-\sum_{i=1}^{3} B_{i n} \omega_{i v}\right)-\frac{\sqrt{v}}{\sqrt{\Sigma}} \int_{\Sigma} \chi d S
$$

The function $a_{0}(t)$, as can be seen from (2.29), acts only on the distribution of the pressures in the liquid; the velocity of the 1iquid, and the motion of the body are independent from it.

Let us compute the kinetic moment $K$, which proceeds from Formula (3.6). Substituting in sequence the relations (3.7), (4.4), (4.1) and (4.6) into (3.6) we obtain as in (3.8)

$$
\begin{equation*}
\mathbf{K}=e^{\mu i}\left\{\mathbf{J} \cdot \omega_{0}+\rho \sum_{i=1}^{3} \mathrm{e}_{i}\left[\sum_{k=1}^{\infty} B_{i k} \lambda_{i k}{ }^{2} c_{k}-\frac{\sqrt{v}}{\sqrt{\mu}}\left(\sum_{j=1}^{3} E_{i j} \omega_{j 0}+\sum_{k=1}^{\infty} c_{i k} c_{k}\right)\right]\right\} \tag{4.8}
\end{equation*}
$$

Here the small terms of higher order have been neglected and the notations (2.27) and (3.9) have been used. Let us write now, taking the equalities $\left\{\begin{array}{l}4.1\end{array},(4.6)\right.$ and (4.8) into consideration, the equations of motion of the body (3.1) In the case of forced oscillations

$$
\begin{gather*}
\mathbf{Q}=e^{\mu t}\left[m \omega_{0} \times \mathbf{r}_{c}+\rho \mu \sum_{k=1}^{\infty} d_{k}\left(\mathbf{e}_{1} A_{1 k}+\mathbf{e}_{2} A_{2 k}\right)\right] \\
\mu \mathbf{Q}=\mathbf{F}-m g \mathrm{e}_{3}+m\left(g_{10} \mathbf{e}_{1}+g_{20} \mathbf{e}_{2}\right) e^{\mathrm{p} t}  \tag{4.9}\\
\mu \mathbf{K}=\mathbf{M}-m \mathbf{r}_{c} \times \mathbf{e}_{g} g+m e^{\mu t} \mathbf{r}_{c} \times\left(g_{1} \mathbf{e}_{1}+g_{2} \mathbf{e}_{2}\right)+\rho g e^{\mu t} \sum_{k=1}^{\infty} d_{k}\left(\mathbf{e}_{2} A_{1 k}-\mathbf{e}_{1} A_{2 k}\right)
\end{gather*}
$$

Thus, in the case of forced oscillations, the motion of the body with IIquid is described by Equations (4.1), (4.2) and (4.7) to (4.9). Taking $\mu, g_{10}$ and $\omega_{10}$ as constants, and solving the system of linear equations (4.7), we can find the coefficients $o_{k}$ and $d$ which describe the motion of the 1iquid. Then, Equations (4.9) and (4.8) determine the force and the moment $M$, necessary to maintain such a motion of the body with ilquid. Furthermore, using Equations ( 4.7 ) to (4.9), it is not difficult to find the forced oscililations of the body with liquid subject to the influence of forces and moments changing according to a law in $e^{\mu t}$ (in particular, when $\mu$ is a purely imaginary quantity and the law is sinusoidal). Finaliy, Equations (4.7) to (4.9) can be used to determine the proper oscillations of the body with ilquid. All those problems are purely algebraic, and to simplify them one can use the considerations mentioned at the end of Section 3.

Let us also point out that Equations (4.4) and (4.7) to (4.9) can be immediately obtained from the relations $(2.25),(2.30),(3.8)$ and $(3.1)$, respectively, by making the following substitutions:

$$
\begin{equation*}
\frac{d F}{d t} \rightarrow \mu F, \quad \int_{i_{n}}^{t} \frac{F(\tau) d \tau}{\sqrt{t-\tau}} \rightarrow-\frac{\sqrt{\pi}}{\sqrt{\mu}} F \tag{4.10}
\end{equation*}
$$

In the corresponding equations of Sections 2 and 3.
Here $F$ is a function of the form const.e $e^{\mu t}$, entering those relations. The first equality (4.10) is obvious. To justify the second let us make the change of variables $T=t-x^{2}$ in the integrand and let us take the limit when $t_{0} \rightarrow-\infty$

$$
\lim _{t_{n} \rightarrow-\infty} \int_{i_{0}}^{t} \frac{e^{\mu \tau} d \tau}{\sqrt{t-\tau}}=2 e^{\mu t} \lim _{t_{n} \rightarrow-\infty} \int_{0}^{\sqrt{t-t_{0}}} \exp \left(-\mu x^{2}\right) d x \cdots-\frac{\sqrt{\pi}}{\sqrt{\mu}} e^{\mu t} \quad(\operatorname{Re} \sqrt{\mu}<0)
$$

Here the integral is computed by means of a known formula [16]. Although it converges only for Re $\mu>0$, nevertheless the formal substitution (4.10) in the relations of Sections 2 and 3 yields for any $\mu$ the exact Expressions ( 4.4 ) , $(4.5),(4.7)$ to ( 4.9 ) derived earlier in the case of forced oscillations.
5. Partioular oacea. ( 1 ). If we make $v=0$ in the relations of the Sections 1 to 4, we obtain the description of the motion of a body, partially filled with an ideal liquid [1 to 6]. In particular, for $v=0$ Equations (2.30), (3.8) together with (1.3) and (3.1) become (with the same notations) the general equations of the motion of a body with an ideal liquid [3].
2). Let the iqquid entirely fill the cavity; there is no free surface $\Sigma$ any more. Then the problem (2.7) has trivial solutions only, and we can take $t_{k} \equiv 0$ for $k=0,1, \ldots$.

As before, the solution of the hydrodynamics problem is represented by (2.29), but since all the $t_{k}=0$, the coefficients $a_{k}$ and $b_{k}$ and the function $f$ are inessential. Equations (2.30) and (4.7) should be neglected, and in the relaions (3.1), (3.8), (4.8), (4.9) the terms including the coefficients $a_{k}, b_{k}$, $o_{x}, d_{k}$, should be dropped, i.e. simply assume $a_{k}=b_{k}=c_{k}=$ $=d_{k}=0$ for $k=0,1, \ldots$. Then the formulas for the kinetic moment (3.8) and (4.8) and the other relations will be (after changing the notations) in agreement with the corresponding formulas of [9], in which the motion of a body with a cavity completely filled with a low viscosity liquid has been considered.
3). We shall also investigate the proper oscillations of a viscous ilquid in a container at rest. The coefficients $a_{k}$ and $b_{k}$ are sought in the form (4.6). Assuming in (4.7) $g_{10}=\theta_{20}=w_{10}=0^{\text {for } t} t=1,2,3$ and eliminating $d_{k}$, brings Equations (4.7) to the form

$$
\begin{equation*}
\left(\mu^{2}+\lambda_{k}^{2} g\right) c_{k}=\frac{\sqrt[V]{v \mu} \mu}{\lambda_{k}^{2}} \sum_{j=1}^{3} J_{j h} r_{i} \quad(k \cdots 1,2, \ldots) \tag{5.1}
\end{equation*}
$$

The eigen numbers $\mu$ of the problem of the free oscillations of a viscous liquid in a container are determined from the conditions of existence of a nonzero solution $o_{k}$ of the inear homogeneous system (5.1). For $\nu=0$, (5.1) yields the eigen numbers of the problem of the osciliations of an ideal ilquid $\mu_{n}= \pm i \lambda_{n} V g$. Here $\lambda_{n} V \underline{g}$ are the frequencies of the free oscillations assumed not to be multiples of one another: $\lambda_{n} \neq \lambda_{1}$ for $n \neq m$, $n, m=1,2, \ldots$ For $\mu=\mu_{n}$, obviously, we have $c_{k}=0$ for $k \neq n$.

To determine the eigen numbers, and the form of the oscillations of the viscous liquid for $v \ll 1$, we shall use the perturbation method. We shall find the natural oscillation close to the $n$th oscillation of the ideal liquid, assuming

$$
\begin{equation*}
\mu=\mu_{n}+\sqrt{v} \delta, \quad \mu_{n}= \pm i \lambda_{n} \sqrt{g}, \quad c_{k} / c_{n}=O(\sqrt{v}) \quad(k \neq n) \tag{5.2}
\end{equation*}
$$

Then the system (5.1) has the form

$$
\begin{equation*}
2 \delta \mu_{n} c_{n}=\sqrt{\nu \mu_{n}} \mu_{n} \lambda_{n}^{-2} D_{n n} c_{n}, \quad\left(\lambda_{k}^{2}-\lambda_{n}^{2}\right) g c_{k}=\sqrt{v \mu_{n} \mu_{n} \lambda_{k}^{-2} D_{n k} c_{n}} \tag{5.3}
\end{equation*}
$$

with an accuracy up to terms of higher order ( $k \neq n$ ).
From the relations (5.3) we determine easily ${ }^{\delta}$ and $c_{k}$ for $k \neq n$. Using the notations (5.2), the condition Re $\sqrt{\mu_{2}}<0$, and also the first relations (4.7), we finally obtain

$$
\begin{gather*}
\mu= \pm i \lambda_{n} \sqrt{g}-\frac{(1 \pm i) \sqrt{v} g^{2} j_{n n}}{2 \sqrt{2} \lambda_{n}^{3}}, \quad d_{n}=\frac{\lambda_{n}{ }^{2} c_{n}}{\mu} \\
c_{k}=\frac{(1 \mp i) \sqrt{v} \lambda_{n}^{3 / 2} D_{n k} c_{n}}{\sqrt{2} g^{2}+\lambda_{k}{ }^{2}\left(\lambda_{n}^{2}-\lambda_{k}^{2}\right)}, \quad d_{k}=\mp \frac{i \lambda_{k}^{2} c_{k}}{\lambda_{n} \sqrt{g}} \quad \quad(i \neq n) \tag{5.1}
\end{gather*}
$$

The coefficient $c_{\mathrm{a}}$ remains arbitrary and determines the amplitude of the oscillation. Since $D_{\mathrm{g}}>0(\operatorname{see}(2.27)$ ), then $\operatorname{Re} \mu<0$ and the viscosity leads to a damping of the oscillations. Furthermore, from the relation (5.4) for $\mu$, it can be seen that the viscosity yields also a decrease in the frequency of the oscillations which is equal to the decrement in damping. The natural oscillations of the liquid are determined by Formulas (2.29) in which we substitute ( 4.6 ) and (5.4) . Taking (2.27) and (2.8) into consideration, it is found that the first formula of ( 5.4 ) coincides (with the same notations) with the equation in [10] giving the eigen numbers of the problem of the free oscillations of a viscous ilquid. In the paper [10] computations are made for a few specific forms of the cavity. Free and forced oscillations of a body with iiquid are investigated analogously.
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